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Abstract. The forecasting problem appears frequently in the aviation industry (demand forecasting, air transport 
movement forecasting, etc.). In this article, a new approach based on multiple neural networks of different topologies 
is introduced. An algorithm was tested on real data and showed better results compared to several other methods. This 
shows its suitability for further usage in aviation forecasting tasks.
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1. Introduction

The forecast problem arises in almost every area of hu-
man activity, including the aviation industry. One im-
portant task in the aviation industry is demand forecast-
ing, which is one of the most crucial issues of inventory 
management. The high cost of modern aircraft and the 
expense of such repairable spares as aircraft engines and 
avionics constitute a large part of the total investment 
of many airline operators. An insufficient amount of 
produced aircraft can lead to excessive delay costs while 
their overproduction will result in downtime. 

Forecasting techniques in aviation have grown 
more sophisticated over the years and are widely used in 
aviation nowadays. Owing to the stochastic nature of de-
mand for aircraft, airline operators perceive difficulties 
in making predictions and are still looking for good fore-
casting methods. 

Many methods have been developed to solve the task 
(and new methods are constantly evolving), starting from 
a simple linear regression (Radchenko 2011) and end-
ing with complex neural networks (Gioqinang, Hu 1998) 
and hybrid systems (Bodyanskiy et al. 2008). Due to the 
variety of different methods, it is often a difficult question 
which model to select. One approach was suggested by 
the author of a group method of data handling (GMDH) 
(Madala, Ivakhnenko 1994), which relied on defining a 
set of considered models, finding the parameters for each 
model and selecting the best models according to some 
external criteria. This approach has greatly evolved since 
then, and it has been shown to be very effective for solv-
ing real-life problems. In this paper, another possible ap-
proach to the forecasting problem which uses an external 
criterion to weight models (as well as GMDH) is offered.

It is suggested that this method may further be ap-
plicable for use in the demand forecasting task for re-
gional aviation facilities and other industrial sectors 
which have similar demand patterns to those of airlines.

2. The mathematical formulation of the problem  
of forecasting

Let us have discrete n  samples { }1 2 nx ,x ,...,x  at suc-
cessive time points 1 2 nt ,t ,...,t . Then the problem of pre-
diction (Fig.  1) consists of the prediction of the value 

n kx +  at some future point of time  n kt +  where k is the 
duration of the forecast: 

 ( )n k 1 2 nx F x ,x ,...,x+ = , (1)

where F is some unknown function.

Fig. 1. Graphical illustration of the problem statement 
forecasting: A indicates known values, B – the forecast period

3. Review of existing methods of forecasting

The method of moving average (Radchenko 2011). The 
method is based on a simple model which assumes that 
the current value of a number 

( ), 1ty t n=  , (2)

of the series 

 { }1 2, , , ny y y , (3)

is the average sum of a number of previous values y1, y2 
and some random component.

The weighted moving average method (Alesinskaya 
2002). The next step is the modification of the model 
using an assumption that more recent values reflect the 
situation more accurately. This leads to assigning weights 
to previous values, hence more recent values will be as-
signed greater weights.

Group method of data handling (Ivakhnenko 
1968). GMDH is a set of forecasting algorithms which 
is based on splitting the original data into two sets: for 
training and testing, and the usage of some kind of base 
functions the parameters of which are derived from the 
training set, and a test of how well they simulate a given 
raw is performed on the test sample.

Artificial neural networks (ANN) (Amir, Samir 
1999). ANN is distributed, adaptive, nonlinear learning 
machines based on an information processing model 
that emulates human brain activity. The basic unit (also 
called the processing element, PE) has input and output 
parameters similar to a biological neuron. An error ob-
tained by comparing the output of the network with the 
desired output is used as a feedback to adjust the weights 
connecting the processing elements. The multilayer per-
ceptron (MLP) is the most commonly used network. 
ANN are a good model for a forecasting task because 
of their nonlinearity; hence, they can model complex 
dependencies between input variables and a forecasted 
output variable,) and have the possibility to learn.

The application of ANN (namely time-lagged feed-
forward neural networks) for the prediction of passenger 
traffic flows was described by T. O. Blinova (2007) and 
P. Kozik, J. Sęp (2012) and they showed reasonably good 
results.

Another algorithm based on ANN and GMDH for 
the aircraft overhaul demand forecasting task was men-
tioned in (Sineglazov et al. 2013) and it showed better 
results compared to ANN on their own. 

4. Suggested approach

As it was mentioned previously, artificial neural net-
works have been successfully applied to the forecasting 
task. For instance, in (Mohsen, Yazdan 2007; Khan, On-
drusek 2002), a MLP topology was successfully used, 
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while in (Jerome et al. 1994) an Elman neural network 
(ENN) was involved. The sensible question is: what to-
pology to use? It seems that currently there is no cer-
tain answer. In (Jerome et al. 1994), it was shown that 
the MLP topology is better for autoregressive-like pro-
cesses (Box et al. 1994), while the ENN is more suited 
for autoregressive-moving average processes (Box et al. 
1994). The main idea of the proposed approach is to 
consider multiple topologies at the same time. The al-
gorithm consists of the following steps:

1. Normalize the source time series using the follow-

ing normalization technique: in
i

x

x x
x

−
=

σ
.

2. Preprocess the normalized time series using Tukey 
53H algorithm (Klevecka, Lelis 2008). This al-
gorithm was developed to remove outliers from 
the data, and it is very important, since outliers 
can cause a big change in a model’s parameters. Of 
course, another smoothing technique, such as wave-
let decomposition can be used (Akansu, Liu 1991).

3. Take a preprocessed time series and transform it 
into a training sample matrix using a sliding win-
dow technique. Therefore, if we have n points, 
and the prehistory size equals l, and the forecast-
ing period is k ( )0,k 0, l kl n> > + ≤ , then we will 
have 1n l k− − +  training samples.

4. Split the obtained matrix of samples according to 
a certain ratio (usually 0.7:0.3) into the training 
and validating sets. How to do this “well” is also 
an interesting question, which won’t be discussed 
here. For reference, it was discussed in (Ivakh-
nenko, Iurachkovskyi 1987). We suggest using a 
random division of samples.

5. Train three different neural networks using the 
training set. The networks’ topologies are: MLP, 
ENN and radial-basis function (RBF) network 
(Broomhead, Lowe 1988). Again, a lot of articles 
were published regarding issues of a suitable 
architecture of MLP, ENN or RBF networks to-
gether with questions regarding suitable choice of 
their parameters, such as activation functions, and 
the learning algorithm. We suggest the following 
parameters:
 – The architecture of every network is l input neu-
rons (since there are l inputs, there is no other 
choice), l neurons in the hidden layer and one 
output neuron. If, after going through all steps, 
the resulting model is still unsatisfactory, the 
number of neurons in the hidden layer should 
be multiplied by a factor of 2, and the whole pro-
cedure should be repeated.

 – The activation function of neurons in the hidden 
layer (applies only to the ENN and MLP, since RBF 
networks have predefined activation functions) is 

a hyperbolic tangent 
* *

* *tanh( )
a x a x

a x a x
e ex
e e

−

−
−

=
+

; the 

activation function of neurons in the output layer 
is linear.

 – The learning algorithm for the MLP is Leven-
berg-Marquardt (Levenberg 1944), for the ENN - 
gradient descent with momentum and adaptive 
learning rate backpropagation.

6. Train another, so-called “gating” network, using 
the validating set (Jacobs et al. 1991). 

 – The network parameters:
 - Topology – RBF network;
 - Architecture – l input neurons, l neurons in 

the hidden layer and three neurons in the 
output layer.

 - Activation functions of the output layer – sig-

moid *
1( )

1 a xf x
e−

=
+

.

 - The network is trained as follows (given sam-
ple is



 in the validating set).
 - Step 1. Feed the sample to each of the already 

trained networks. Three forecasts should be 
obtained: 1 2 3ˆ ˆ ˆ ˆ, , T

i i i iy y y y=    , where 1ˆiy  is 

the output of a MLP, 2ˆiy  – ENN, 3ˆiy  – RBF 
network.

 - Calculate the relative error of each forecast 
using an actual value iy :

1 2 3

ˆ
, , , , 1 3T ij i

i i i i ij
i

y y
j

y
−

δ = δ δ δ δ = =    .

 - Then normalize the calculated vector, so that 
its elements sum to one.

 - Finally, a desired output of a gating network 
for the input sample is



, given the vector of 
relative errors, received on the previous step, 

is calculated as 1 2 31 1 1
[ , , ]

2 2 2
i i iout

− δ − δ − δ
= .

 - Simply put, the gating network is responsible 
for predicting the weights for the forecasts of 
other three networks, given the input sample. 
I.e., for the samples in the validating set that 
are better predicted by MLP it should give a 
bigger weight to MLP, while giving smaller 
weights to other networks’ forecasts and vice 
versa. That is why a desired output vector is 
constructed as one minus the relative error of 
each network. Therefore, the smaller the error 
the bigger the weight which should be assigned 
to the network’s forecast for this sample.

7. After all the networks are trained, the final out-
put of the constructed model, given a vector of 
inputs x



 is calculated as follows:
1 2

3

ˆ ( ) * ( ) ( ) * ( )
( ) * ( ),

y gate x MP x gate x ENN x
gate x RBF x
= + +

   

 

where the outputs of a gate network should be 
normalized, so that they sum to one (another 
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option is to use the softmax activation function 
in the output layer of a gate network) (Sutton, 
Barto 1998). If the obtained model is unsatisfac-
tory (its forecasts are not accurate enough), the 
whole procedure should be repeated but with a 
doubled number of neurons in the hidden layer 
of each network.

5. Application of the proposed algorithm

For the testing of the proposed algorithm a public set 
of aircraft sales (the total number of aircraft sold in 
U.S.  per year) from 1947 to 2011 was used. The data 
was split into 3 sets: for training, validating and testing 
as shown in figure 2.

The prediction results obtained after training the 
model using the suggested approach are shown in fig-
ure 3.

The MSE value on the testing set equals 0.0194, 
when comparing it with the value obtained by ANN – 
0.0613, and via a model proposed in (Sineglazov et al. 
2013) – 0.0255. We can conclude that this model is more 
suitable for this particular case.

Fig. 2. Splitting the source data into 3 sets

Fig. 3. The prediction results: blue indicates source data, 
green – forecast

6. Conclusions

The proposed method is another variation of a “mixture 
of experts” approach, where the considered experts are 
neural networks with different topologies. This is done 
to eliminate the big problem of topology selection of a 
neural network for a given data: instead of selecting a 
single topology, we train three different topologies and 
then train a so-called “gating” network, which will be 
responsible for weighting forecasts of the trained “fore-
casting” networks. To train a gating network a new val-
idating set is used, i.e. we are actually using an external 
criterion, similar to GMDH algorithms.

The proposed algorithm has shown better results 
in comparison with several other forecasting methods, 
which means that it is suitable for further usage in fore-
casting tasks. 
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