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Introduction

In the current aviation system, aircraft rely on autopilot 
systems during flight, while the Instrument Landing Sys-
tem (ILS) guides approaching and landing on runways 
(Acharya, 2014). However, the taxi phase heavily relies on 
manual operations, inspections, and communication be-
tween pilots and air traffic controllers (ATCs). Many issues 
can be observed in the current taxiing system, like low 
visibility conditions drastically reducing ground control ca-
pacity (Hakkeling-Mesland et al., 2010), a large amount of 
fuel consumption due to prolonged taxi operations (Daid-
zic, 2017), and so on. To overcome these issues, autonomy 
in taxiing can be an option. Understanding the significance 
of automation in this phase can be aided by relevant sta-
tistics. According to Boeing, the taxi phase ranks the sec-
ond highest risk for accidents during flight phases (Boeing, 
2007). In 2017, a report by the aviation safety network 
revealed that ground operations resulted in 39 fatalities 
despite being the safest year for commercial airlines (BBC 
News, 2018). Airbus predicts that air traffic will double 
over the next 20 years, leading to increased accident risks 
and a higher workload for crew members (Airbus Aircraft, 
2022). Implementing an automatic aircraft control system 
would reduce crew workload, thus minimizing the risk of 

accidents and improving surface traffic control. This paper 
proposes a machine vision-based autonomous taxiing sys-
tem following Federal Aviation Administration (FAA) rules. 
According to FAA guidelines (Zhang et al., 2020), the fol-
lowing essential measures should be taken into considera-
tion:

1. Pilots confirm the route sent by Air Traffic Control 
(ATC) and stop the aircraft if they find any unwanted 
objects in the same taxiway.

2. The pilot should ensure the cockpit is over the cent-
er line.

3. The pilot should obey the speed limit and stop the 
aircraft before entering a runway.

4. Detection of the lane and other entities to be ac-
complished by the system. 

5. Reliable sensing devices should be installed to avoid 
unwanted situations.

This paper addresses these problems and criteria by 
introducing a computer vision-based end-to-end autono-
mous taxiing system (Figure 1). This system includes lane 
detection followed by a lane navigation algorithm to keep 
the aircraft over the center line. The collision avoidance 
module is used to stop the aircraft to avoid collision with 
any ground vehicles detected in line with the aircraft. The 
proposed autonomous aircraft taxiing system aligns with 
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FAA guidelines by autonomously confirming routes and 
halting upon detecting obstacles, ensuring aircraft align-
ment and adherence to speed limits via lane detection, 
fulfilling the requirement of entity detection, and em-
ploying reliable computer vision-based models validated 
across various lighting conditions for enhanced safety dur-
ing taxiing. In this context, TurtleBot3 (2023) is used as a 
replacement for actual aircraft. The contributions of this 
work are as follows.

 ■ A lane navigation algorithm to manoeuvre an air-
craft using the lane and light system present in the 
airport.

 ■ An airport dataset containing real-world and synthet-
ic data consisting of a novel class of road users found 
in airport scenarios.

 ■ The working of the proposed system in a prototype 
taxiway (Figure 2) between 94 Lux and 2500 Lux val-
ues was experimented to test.

This paper is structured as follows. Section 1 explains 
the literature review on different parts of the proposed 
system. Section 2 explains the workings of the proposed 
system, followed by datasets prepared for object detec-
tion, which are explained in detail. The experimental setup 
and results are discussed in detail in Section 3, followed 
by a discussion and conclusions in Sections 4 and the last 
section, respectively.

1. Literature survey

1.1. Aircraft taxi
Various classical techniques are currently used for taxi 
guidance, including methods like Follow-me trucks, dock-
ing guidance systems, and batsmen. In 2001, Dow (2003) 
proposed an airport ground navigation system that uses 
aircraft tugs and a system for centralized positive control 
of all aircraft ground movements. The physical position 
of each tug and its associated aircraft is precisely tracked 
and relayed to a central control system. The central con-
trol system handles routing, schedules, and movement 
within the airport. Similarly, LeBlanc (2001) proposed an 
aircraft towing vehicle system where a towing tractor ve-
hicle facilitates the aircraft’s movement without requiring 
the aircraft’s jet engines. The towing tractor can then be 
controlled by the pilot or remotely. Both of the previ-
ous approaches work on the assumption that the airport 
will be well equipped with the necessary equipment like 
pushback tugs, towing tractors, etc. However, necessary 
installed equipment might only be the case for some air-
ports. A better approach to achieving automatic taxing 
would be to use the onboard systems already present 
on the aircraft. One such approach was studied by Cheng 
et al. (2001), using a state-of-the-art nonlinear control 
system based on feedback linearization designed for a 
detailed B-737 aircraft taxi model. This study focuses on 
improving aircraft surface navigation through automa-
tion. Other studies, like the one done by Zammit and 

Zammmit-Mangion (2014), focused on creating a control-
ler for the precision navigation of aircraft during its tax-
ing phase. Zhang et al. (2020) proposed a multi-layer ar-
chitecture for auto taxiing. They mainly focused on path 
planning and control algorithms. They tested the work-
ing of the algorithm using an X-plane flight simulator. 
Hakkeling-Mesland et al. (2010) proposed a concept of 
autonomous taxiing in low visibility conditions, keeping 
cabin crew in the loop. They proposed different taxi dis-
play systems and alert Levels to evaluate the concept. Liu 
and Ferrari (2019) proposed the taxiing problem as a hy-
brid model combining a vision-based approach, obstacle 
avoidance, and feedback control theory. They combined 
this information with airport maps and ATC commands 
for computing motion plans.

1.2. Lane detection 
An essential part of autonomous taxiing is the machine’s 
perception of the environment, and lane detection is one 
of its key components. There is a plethora of work for 
detecting lanes. Various lane detection models have been 
developed based on classical computer vision and deep 
learning. Sun et al. (2006) proposed a method using the 
HSI color model for lane-marking detection, HSILMD, 
among classical computer vision techniques. In HSILMD, 
full-color images are converted to HSI color representa-
tion, and then thresholds of intensity and saturation are 
selected accordingly. Another classical computer vision 
model was presented by Kang et al. (1996), where they 
presented a method by combining the Hough transform 
and the “active line method” (ALM). The Hough transform 
is used to obtain an initial position estimation of the lane 
boundaries on the road. The lined snake – ALM – then 
improves the initial approximation to an accurate configu-
ration of the lane boundaries. Deep learning-based lane 
detection models can broadly be categorized as anchor-
based, row-wise, parametric-based, and segmentation-
based. Among all these techniques, semantic segmenta-
tion-based approaches achieved impressive performance 
in accuracy and efficiency. Pizzati et al. (2020) took the 
deep learning approach. They presented an end-to-end 
system for lane boundary identification, clustering, and 
classification based on two cascaded neural networks that 
run in real time. Out of the two cascaded neural networks, 
the first is used to segment out the lanes, whereas the 
second is used to classify the detected lane type. 

1.3. Object detection
Object detection is another essential part of an autono-
mous vehicle that must be integrated with lane detection 
for a safer driving experience. Traditional object detection 
techniques like Histogram Of Oriented Gradients (HOG) 
(Dalal & Triggs, 2005) and deformable Part-based Model 
(DPM) (Felzenszwalb et al., 2009) showed robust results 
for person detection. More recently, deep learning-based 
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approaches outperformed the previous models regarding 
accuracy and latency. One of these approaches is Re-
gions with CNN features (RCNN) (Girshick et al., 2015). 
RCNN is a two-stage detector where the first stage uses 
techniques like Selective Search (Uijlings et al., 2013) to 
give proposals of where an object might be in the image, 
and the second stage uses CNN to classify the object. 
Since classification happens on each of the proposals 
given by the first stage, RCNN is slow in detection. Vari-
ants of RCNN like Fast RCNN (Girshick, 2015) and Faster 
RCNN (Ren et al., 2015) were developed to overcome this 
drawback. These variations are significantly faster than 
RCNN but still unsuitable for real-time applications. An-
other popular deep learning-based approach is “You Only 
Look Once” (YOLO) (Redmon et al., 2016), a single-stage 
detector that is extremely fast and can reach a speed of 
up to 155 fps. However, YOLO needs better localization 
accuracy, especially for small objects. Subsequent ver-
sions of YOLO solve this problem to some extent. Se-
mantic segmentation has many applications in medical 
imaging for detecting organs, vessels, or cells and in au-
tonomous driving for detecting traffic signs, pedestrians, 
or lane detection. SegNet (Badrinarayanan et al., 2017) is 
the first-of-its-kind segmentation model used for road 
scene understanding.

In summary, existing literature suggests that most 
systems involve crew intervention or follow-me vehicles. 
Zhang et al. (2020) introduced a software architecture for 
auto-taxiing, reliant on inputs like ATC-provided routes 
and airport maps, which becomes challenging during low 
visibility scenarios where ATC input might be unavailable. 
The proposed system navigates under challenging condi-
tions using a lane navigation algorithm independent of 
prior map information or ATC inputs. Mukhopadhyay et al. 
(2023) presented a lane navigation algorithm for semi-au-
tonomous vehicles using PD controllers but needed more 
clarification on controller selection. This work conducted a 
study comparing four controller algorithms used in auto-

motive, aiming to determine the most effective one. Simi-
larly, Liu and Ferrari (2019) had an approach close to the 
proposed method, formulating the problem within a simu-
lation tool, a controlled environment. This work introduces 
a lane and obstacle detection algorithm benchmarked 
against state-of-the-art models before implementation in 
this system. The evaluation of the proposed system spans 
real-world scenarios encompassing various lighting condi-
tions for robustness assessment.

2. Proposed approach

This work proposes a state-of-the-art lane detection algo-
rithm to get the lanes’ coordinates based on images from 
the camera mounted in the aircraft. These coordinates are 
then fed into the navigation algorithm, which generates 
the control signal for steering the aircraft. Object detection 
also works in parallel with the lane detection algorithm. 
It takes the same feed from the camera and passes it to 
the object detection module. Stopping control is gener-
ated once an object is detected within a certain distance. 
These controls are then fed to the steer control algorithm, 
which controls the vehicle through a Robot Operating 
System (ROS) with the help of a controller. Figure 1 shows 
the working of the proposed system. These proposed 
methods are detailed below.

2.1. Navigation algorithm
The lane navigation algorithm is built on a lane detec-
tion model that can detect lanes in unconstrained road 
conditions under different ambient lighting conditions. 
The lane detection model is a fusion of encoder-decoder 
and dilated convolution architecture. Finally, a weight-
ing mechanism is used to fuse information between two 
branches. It is hypothesized that each branch might per-
form at a varied degree of accuracy for different images, 
and d and g resemble the confidence scores for each 

Figure 1. Schematic diagram of the proposed system
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model’s prediction. A separate branch of convolutional 
and fully connected layers takes the input image to pre-
dict d and g. The feature fusion is formulated as:

( ) ( ) ( )=d × + g×  ,    1 ,     2 , ,O x y model x y model x y  (1)

where, O(x, y) is the feature map obtained by fusing the final 
pixel-wise classification layer of encoder-decoder (model1(x, 
y)) and dilated convolution architecture (model2(x, y)). d and 
g contribute to a weighted sum in this architecture, combin-
ing outputs from two branches. The accuracy of each block 
varies across images, with d and g reflecting confidence 
scores for the models’ predictions. A distinct convolutional 
and fully connected layer branch is trained to predict d and 
g based on input images. The model outperformed other 
lane detection models when tested on various lighting and 
road conditions. The model is also reported to work in real-
time (30 FPS). Part of the work reported here appeared in 
Mukhopadhyay et al. (2022b). Figure 4 shows the architec-
ture of the lane detection model. In a taxiway, along with 
a conventional lane, an aircraft must follow a green light-
colored lane to reach the destination (Figure 2). In the case 
of green light detection, the navigation algorithm uses a 
light intensity-based color segmentation algorithm.

An extensive investigation by Mukhopadhyay et al. 
(2019) explored diverse color space models under vary-
ing lighting conditions. Their study provided valuable in-
sights, leading us to select the HSV color space model. 
The performance of color segmentation algorithm varies 
based on the ambient lighting conditions present across 
different times of the day and in various lighting scenarios. 
To achieve this, images were collected at different times 
throughout the day to capture a wide spectrum of lighting 
intensities. Following that, the mean grayscale value was 
computed for each set of collected images, establishing a 
mapping table that correlates HSV ranges with these mean 
grayscale values. This mapping enables the proposed sys-
tem to dynamically select the optimal HSV range for real-
time image segmentation. Figure 3 elucidates the advan-
tages of this adaptive HSV masking technique. Notably, 
this analysis revealed that the mean intensity of the imag-
es falls within the range of 121 to 243, signifying both low 
and bright lighting conditions. This innovative approach 
has allowed us to create a robust system capable of ef-
fectively detecting lanes and lighting conditions across a 
broad spectrum of weather and lighting scenarios.

Once the center yellow lane or green lanes are de-
tected, control points are extracted, and a curve-fitting al-
gorithm is used to fit those points. Here, control points are 
the points detected as lane or green light by the respective 
algorithm. The curve-fitting algorithm uses the non-linear 
least square method to minimize the object function, as 
shown in Equation (2).

 
 = − b  
 

∑ ∑
2

      ,ii i ij j
i j

S W y X   (2) 

where, S is the is the objective function, Wii is the weights 
assigned to each term in the summation, yi is the y co-
ordinate of the ith point, Xij is a vector of combination 
of various powers of x coordinate of the i-th point, and 
bj is the vector of curve parameters which are needed to 
be found through iteration. This curve fitting algorithm 
gives the equation of the middle lane which helps in find-
ing steer-bias. In this context, “Steer-Bias” is the distance 

Figure 2. Setup of the taxiway created in the laboratory space

Note: Here the mean intensity of the input images is 121, 151, 181, 211, 
and 243 respectively.

Figure 3. Comparison between constant and varying HSV 
masking process in different ambient lighting conditions: 
(a) – input image; (b) – constant HSV range mask;  
(c) – varying HSV range mask
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between the center of the camera and the middle lane in 
the x direction is detected. If the center lane is towards 
the left of the camera’s center, the error is considered 
positive and vice versa. The algorithm also takes care of 
controls regarding stopping the aircraft in corner cases 
where no lane is detected, or lanes come to an end.

2.2. Collision avoidance algorithm
The collision avoidance module helps detect any ground 
vehicle within an unsafe distance and stops the aircraft 
from avoiding fatal accidents. The aircraft should stop by 
itself if it finds any objects within the “total stopping dis-
tance”. In this context, total stopping distance (ds) is re-
lated to (Chandigarh Traffic Police [CTP], 2022; Cox, 2014): 

( )= µ    ,   ,s id f v   (3) 

where vi is the velocity of aircraft during taxiing, µ is the 
coefficient of friction between aircraft tires and road. As-
suming µ to be constant,

= ×    ,s s id t v  (4) 

where ts is the stopping time. The speed of the aircraft in 
a taxiway is generally between 20–50 km/h. If the aircraft 
runs at a speed of 40 km/h, the “total stopping distance” 
will be 22 meters (CTP, 2022). Substituting these values in 
Equation (4), the finding was:

= =  1.98sec .
 

s
s

i

d
t

v
 (5) 

In this case, an ultrasound sensor (HC-SR04) and an 
object detection module was used to avoid collision on 
the runway. Object detection models are used to detect 
the ground vehicles on the runway. The ultrasonic sensor 
is used only to measure the distance (ds) of those detect-
ed vehicles and to send the stop control to the aircraft 
to stop it. For object detection, the lane detection model 
is transformed into a multi-class semantic segmentation 
model for detecting airport ground objects (Figure 4). The 
architecture is modified with more layers in both encoder-
decoder and dilated convolutional branches. It uses the 
exact weighting mechanism as described in Equation (1). 
Finally, to address dataset imbalance, the categorical cross-
entropy loss function Equation (6) is deployed.

( )
=

=−∑
1

,      ,log ,ˆ ˆ
C

i i i i
i

L y y y y   (6) 

where, yi is 0 or 1, indicates whether class label i is the 
correct classification out of C classes. This object detec-
tion model is evaluated on an airport dataset and was 
compared with other state-of-the-art models to find its 
superiority.

2.3. Airport dataset preparation
Preparing the dataset was one of the challenging parts of 
this work. There is no publicly available dataset desired 
for validating the object detection model. Hence, the 
problem is solved bi-directionally, i.e., dataset prepara-
tion by collecting images from the real world and gener-
ating synthetic data. The real-world dataset is prepared 

Figure 4. Lane and object detection model. Anticlockwise: (a) – overall block diagram of the lane and object detection 
model; (b) – encoder-decoder block; (c) – dilated convolutional block; (d) – vanila architecture for predicting d and 𝛾 as 
two weights to give weightage to different segmentation blocks
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from videos available on the Internet. These videos have 
a CC BY license to use them for non-commercial purpos-
es. Initially, every 10th frame is extracted from the videos 
and stored for labeling. A virtual airport environment was 
created using the Unity engine to generate the synthetic 
dataset. The environment followed a real airport scenario, 
containing airplanes, persons, and other ground vehicles. 
A video was recorded in the environment, followed by 
extracting frames. The Computer Vision Annotation Tool 
(CVAT) was used to manually annotate target classes. The 
dataset has five classes of objects, including airplanes, 
buses, cars, other vehicles, and persons. Other vehicles 
include dollies, pushback tugs, and tractors. Finally, RGB 
images and corresponding semantic segmented images 
are populated after labeling the images. The synthetic 
dataset is added to the train data. In the post-processing 
steps, labeled images are generated by assigning gray 
color values from 1 to 5. The total number of instances 
for each class is described in Table 1. The real-world train-
ing dataset is divided into training and validation with a 
ratio of 80:20. The object detection model is trained with 
this airport dataset before deploying it to the proposed 
system. Both CSV and instance-segmented images were 
generated for other kind of object detection models. CSV 
labels contain the class label and bounding box details 
([ ,  ,  ,  , min min min maxclass x y x y ]) of each instance in the im-
age. Figure 5 depicts both real-world and synthetic im-
ages alongside their respective semantic segmentation 
labels.

2.4. Steer control algorithm
The mobile agent uses a controller to navigate the lane 
autonomously. The output from the lane navigation al-
gorithm serves as input for the controller. The forward 
velocity of the mobile agent is permanently fixed during 
the execution. The required steering input to move along 
the curved lane is generated from the controller based on 
the “Steer-Bias”. The steer control algorithm is described 
in Algorithm 1. Based on the application and simplicity of 
implementation, four controllers were selected to evaluate 
the performance of this application. These are the PD con-
troller, Sliding Mode Controller, Linear Quadratic Regula-
tor, and Stanley Controller. The working of each controller 
is described in the following paragraphs.

Proportional Derivative Controller (PD) is a com-
monly used controller which relates controller output to 
current error and the rate of change of error. The control 
law for PD controller is given below:

( ) ( )= × − + × −           –    ,u Kp Steer Bias Kd Steer Bias PreviousBias  (7)

where, Kp indicates the proportional gain and Kd indi-
cates the derivative gain.

Sliding Mode Controller (SMC) comprises of a con-
trol law which tries to keep a system on a sliding surface, 
where the control action switches its sign based on sys-
tem’s state and thereby achieving desired system behavior 
and stability. The control law has following structure:

( ) ( )( )=− ⋅,   , ,u x t K sign s x t  (8)

where u(x, t) is the controller output, K is the positive con-
troller gain, and ( )( ),sign s x t  is the switching function. 
Here sliding surface s(x, t) is determined by the Steer-
Bias values. The switching function is used to determine 
whether the system state is on the sliding surface. The 
chattering effect was observed when this controller was 
used for navigation of the mobile robot.

Table 1. Overview of the airport dataset

Dataset Airplane Bus Car Other 
vehicles Person

Train 811 260 278 342 477
Val 221 98 86 93 143
Test 47 18 27 42 51
Synthetic 179 58 47 169 56

Figure 5. Sample images from the airport dataset: (a)–(b) real-world image and corresponding 
semantic labelling; (c)–(d) synthetic image and corresponding semantic labelling
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Linear Quadratic Regulator (LQR) achieves optimal 
control by operating a dynamic system at a minimum cost. 
Considering the state-space equation of a linear time-in-
variant (LTI) system,

( ) ( )= + ,x Ax t Bu t  (9)

where, A matrix is used to represent system dynamics and 
B represents control inputs influence on the system with 
infinite-horizon cost function given by,

,     0,   0,T T T T

o

J x x u u dt
∞

 = + = ≥ = ≥ ∫ Q R Q Q R R  (10)

where Q is the state cost matrix and R is the control input 
cost matrix. The feedback control law which minimizes the 
value of cost is:

= − ,u Kx  (11)
where Steer-Bias values are conveniently used in state vec-
tor (x) and K is given by:

−= 1  .TK R B P  (12)

The Continuous-time Algebraic Riccati Equation (CARE) 
is used to obtain the value of P which is given by:

1 0.T T−+ − + =A P PA PBR B P Q  (13)
Stanley controller is a geometric path tracking con-

troller used in autonomous driving and vehicle control to 
navigate along a reference trajectory. It is designed to get 
a desired steering angle for navigation. The Cross-Track Er-
ror (CTE) is used in the Stanley controller, which represents 
the lateral distance between the vehicle’s current position 
and the reference path. CTE is calculated by finding the 
shortest distance from the vehicle’s position to the refer-
ence path. If the vehicle is exactly on the path, the CTE is 
zero which is exactly how steer bias value are also given 
in this case. Along with CTE Heading Error is also used in 
the control law. The goal is to minimize the Heading Error 
which measures the difference between the vehicle’s cur-
rent heading and the direction of the reference path. The 
control law is expressed as follows:

( ) ( ) ( ){ } ( )1
,   tan | ,    ,min maxt t K Steer Bias v t t−  d =j + × − d ∈ d d   

(14)
where d(t) is the desired steering angle, K is a gain param-
eter which controls how aggressively the controller cor-
rects for lateral errors (CTE, which is Steer-Bias here), v(t) 
is the vehicle’s current speed and j(t) is the Heading Error. 

3. Experimental evaluation

The proposed system is evaluated in terms of
1. error of deviation from the lane and comparison be-

tween different types of controllers,
2. accuracy of the object detection model and
3. efficacy of lane navigation and object detection in 

different lighting conditions.

All these are discussed in the consecutive paragraphs. 
The experimental setup of the system and all other equip-
ment used in this work are discussed in detail. 

Algorithm 1. Steer control algorithm

Input data: Steer-Bias/Stop control.
Output data: Set Control Inputs
Initialize Error and Previous Bias to ‘0’
while process is not terminated do

if mode is Autonomous then
if Stop control received then:
Exit Autonomous and switch to Manual.

( )← −Angular Velocity  controller Steer Bias
← Previous _Bias   Steer _Bias

Mode agent with Forward Velocity (fixed) and 
calculated Angular Velocity
Set inputs (Forward Velocity, Angular Velocity)

end

3.1. Experimental setup
The experimental setup consists of a model following an 
actual taxiway along with a light and lane indicator. The 
setup of the runway is shown in Figure 2. The green light 
shows which fork to use for going to the runway or hanger 
and the red light is used as a guard line to stop the air-
craft. In this work, TurtleBot3 (2023) is used as a replace-
ment for actual aircraft, as mentioned before. TurtleBot3 
is a programmable Robot Operating System (ROS) based 
mobile robot. It is used for research and product prototyp-
ing. TurtleBot3 was chosen because it is easy to control 
through ROS and has provisions for attaching sensors like 
a camera. A Microsoft Livecam is mounted in front of it to 
perceive the environment. The camera has 37.73° vertical 
field of view (FOV) and 57.88° horizontal FOV, and it can 
cover up to 35 cm in the frontal direction (Refer to the 
input image in Figure 1). Considering the speed of the 
TurtleBot3 of 0.1 m/s and using Equation (5), total stop-
ping distance (ds) is calculated as 19.8 cm. The ultrasonic 
sensor is triggered and halts the aircraft when it identifies 
any detected objects within the specified range.

3.2. Results
The accuracy of the system depends on how accurately 
the aircraft follow the central line. Here, to follow the 
central line, the center of the camera frame should be 
aligned with the lane. If the camera’s line of sight devi-
ates by q radians, it must correct by d cm to align its 
center with the lane. Now, the minimum value of d that 
is dmin for which the TurtleBot3 can correct without over-
shooting can be found by knowing the minimum q by 
which the TurtleBot3 can turn. If the value of d is less 
than dmin, then the TurtleBot3 will overshoot because dmin 
is the minimum distance it can compensate for. In other 
words, dmin is the resolution of TurtleBot3 in terms of 
deviation from the central line. The calculations for the 
same are described in Equations (15), (16), and subse-
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quent calculations. Figure 6 is the representative diagram 
where P is the center point of camera frame, r is distance 
from middle of wheel axle of TurtleBot3 to point P, q is 
the angle between perpendicular from wheel axle of Tur-
tleBot3 and lane, d is perpendicular distance from lane to 
point P, and s is the arc made from point P to lane with 
radius r and angle q.

= ⋅ q;s r  (15)

= ⋅ q,d r  (16)
qmin is obtained from the specification of the TurtleBot3 
and r is measured as 0.00058 rads and 0.225 m respec-
tively. Now,

min min   s r= ⋅q

= 0.225×0.00058

= 0.00013 m

= 0.013 cm
Also, for small q, sin q = q.
Hence, dmin = smin = 0.013 cm.

Figure 6. Representative view for minimum distance 
compensation calculation

Furthermore, a performance evaluation of various con-
troller types to assess the lane-following precision, as de-
tailed in Section 2 was  conducted. In this context, the  pri-
mary objective revolved around comparing the controllers’ 
ability to effectively correct the Turtlebot’s deviation from 
the central lane. To achieve this, three distinct paths – left, 
right, and central was designed (as shown in Figure 2b). 
The findings indicated that the Linear Quadratic Regulator 
(LQR) exhibited the highest accuracy, with a mean error of 
0.26 cm and a standard deviation of 0.94. For a visual rep-
resentation of this comparison, please refer to Figure 7a, 
which presents a chart illustrating the controllers’ general 
performance. Additionally, Figure 7b shows a comparison 
chart specifically for the deviations of the Turtlebot in the 
case of left-turn scenarios.

The accuracy of the object detention model is reported 
as follows. The model is compared with other state-of-the-
art object detection models on the airport dataset. The 
other state-of-the-art object detection models include 
two-stage (Mask RCNN), transformer-based (DeTR), and 
segmentation-based (FCN, UNet). The comparing meas-
urement unit is Intersection Over Union (IoU). Figure 8 
shows the comparison chart between the models. NVID-
IA GeForce RTX 3070 with Max-Q Design was used for 
training and evaluating the model. An overall accuracy of 
(mean IoU) of 0.32 with speed of 9.35 FPS was reported. 
The performance of the model is summarized in Table 2.

Finally, the efficacy of the overall system is measured 
in different lighting conditions in terms of true positive 
rate (TPR). This study tested the system in 94, 201.67, 
and 2500 Lux values. In each condition, a repetitive test 
(3 times) was done. The focus was on the system could 
detect lanes and green lights while avoiding collisions. It 
was observed that in low light or light room conditions, 
the rate of lane or line detection rate was 100%. However, 
in high illumination, the system failed to detect the green 
light lane in maximum cases (44.44%). In the case of colli-
sion avoidance, the rate was lowest in low-light conditions 
(66.67%). The summary of the experiments is described in 
Table 3. Figure 9 demonstrates the real-world operation of 
the proposed system, in line with the explanation provided 
in Figure 1.

Figure 7. Comparing accuracy of different controllers: (a) – 
average error plot across all type of paths; (b) – deviations 
from central line in case of left turn

Figure 8. Comparing accuracy of different object detection 
models on the airport dataset (blue bars: Other models, 
green bar: Hybrid model)
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Table 2. Accuracy analysis of the hybrid object detection 
model (class wise)

Classes IoU Precision F1 Score

Airplane 0.527 0.73 0.672
Bus 0.263 0.42 0.381
Car 0.237 0.468 0.391
Other vehicles 0.315 0.600 0.504
Person 0.255 0.604 0.394

Table 3. Accuracy analysis of the proposed system in 
different lighting conditions

Lux Value 94 201.67 2500 Accuracy 
(%)

Lane Detection (%) 100 100 77.78 92.59
Light Detection (%) 100 100 44.44 81.48
Collision Avoidance (%) 66.67 100 88.89 85.19

4. General discussion

This paper presented a vision-guided and robust system 
for autonomous aircraft taxiing in the real world, consist-
ing of autonomous navigation and collision avoidance 
modules. The navigation module detected the lane using 
a lane detection algorithm and sent control signals to the 
steer control algorithm. The object detection module in 
the collision avoidance algorithm was fine-tuned with an 
airport dataset proposed in this paper. In the following 
paragraphs, we summarize all the critical points discussed 
in the Introduction section.

Lane Navigation Algorithm: The lane navigation 
algorithm is a combination of lane and light detection 
methods. The lane detection algorithm uses a weighting 
scheme to weigh extracted features from two segmenta-
tion branches. This architecture utilizes only one weight 
parameter per feature extraction branch, limiting the train-
ing parameters of the network to show better performance 

than the individual components of the network. This archi-
tecture was helpful in terms of memory and real-time de-
ployment. Across the lighting conditions, the model could 
detect lanes (the highest TPR was 100%, and the lowest 
was 77.78%, as shown in Table 3.

Along with lane detection, a classical computer vision 
approach was engaged to detect green lines to navigate 
the aircraft in the desired path. The classical approach is 
the only alternative to detecting lines, as the deep learning 
approach would require another data set to train on this 
kind of lane. The light detection algorithm showed robust-
ness in both “normal” and “low light” conditions. However, 
it failed to detect green lines (TPR: 44.44%) in a few cases 
in high illumination conditions. This problem can be over-
come in a taxiway as it automatically switches between 
lane and light detection algorithms. In the taxiway, green 
lights are placed in the gap to make the yellow lane vis-
ible. Thus, the failure mode of the light detection method 
can be compensated by lane detection for momentary as-
sistance of the aircraft.

Airport Dataset: Although many datasets are available 
on airport scenarios for different purposes, a dataset for 
object detection is needed for evaluating any model on air-
port scenarios. This paper proposes an airport dataset for 
training and validating object detection models. It is well-
known that preparing a dataset is always time-consuming 
work. Moreover, the security process in the airport makes it 
more challenging to collect datasets. The current part of the 
dataset mainly covers Indian commercial airports. It includes 
all novel classes of objects, including ‘Pushback Tugs,’ ‘dol-
lies for loose luggage,’ and so on. It contains the label for 
bounding box, instance semantic, and semantic segmenta-
tion-based object detection model. Initially, the focus cen-
tered on creating a dataset through the collection of real-
world images. However, as the dataset was small, the overall 
accuracy achieved by the model was 0.26 (in IoU). Hence, 
an alternative approach was adopted, inspired by Muk-
hopadhyay et al. (2021, 2022a), utilizing synthetic dataset 
creation to expand the dataset size. This strategy not only 

Figure 9. The working of proposed system in real world
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augmented dataset volume but also allowed the capturing 
of object images from multiple perspectives within a VR 
model. This process enhances dataset diversity, a challenge 
in real-world data collection. Incorporating synthetic data 
resulted in a notable 23.08% increase in overall accuracy 
for the airport dataset. The dataset will be publicly available 
in the future with more classes like ‘traffic cone,’ ‘de-icing 
vehicle,’ ‘airstairs,’ and so on. The model’s performance in 
airport scenarios can be seen in the supplementary video.

Working System: This paper emphasizes the end-to-
end solution with state-of-the-art components. Existing 
systems (Liu & Ferrari, 2019) address this in a simulated 
control environment. In contrast, this paper shows the sys-
tem’s efficacy in a real-world setup. It needs manual in-
spection once the aircraft lands and is ready to follow the 
taxiway. This paper proposes an alternative to that by inte-
grating lane and light detection algorithms, maneuvering 
the aircraft, avoiding any collision, and stopping at specific 
points. The navigation algorithm not only sends a control 
signal to the steer-control algorithm, but it also stops the 
aircraft if it comes to the end of the taxiway or lane is no 
longer detected. The steer control algorithm, on the other 
side, always helps the aircraft follow the central line. The 
error analysis in the result section shows that the deviation 
of the system can be minimized to 0.013 cm. Addition-
ally, an in-depth comparative analysis was performed on 
various controllers to assess their real-time performance. 
Four controllers were selected based on earlier research 
on aircraft navigation (Ogunwa & Abdullah, 2016) and au-
tonomous vehicles (Lee & Yim, 2023). For example, In the 
context of aircraft navigation, research investigates using a 
Linear Quadratic Regulator (LQR) controller to assist com-
mercial Boeing 747-200 aircraft to regain its stability in 
the event of damage (Ogunwa & Abdullah, 2016). In this 
case, four controllers are compared and deployed for ac-
curate lane navigation, similar to a study for autonomous 
vehicles (Lee & Yim, 2023). The findings demonstrated that 
the Linear Quadratic Regulator controller could correct the 
Turtlebot’s trajectory deviations with an error of only 0.26 
cm. In the case of SMC, the chattering effect contributed 
to the highest error compared to other controllers. Figures 
7a and 7b display the controllers’ performance. Figure 7b 
notably illustrates that both LQR and SMC swiftly navigate 
a left-turn trajectory, with SMC being the fastest. Howev-
er, Figure 7a depicting average errors across various lane 
trajectories reveals that LQR maintains minimal deviation 
from the center lane (0.26 cm) across straight, left, and 
right trajectories, despite SMC’s speed advantage. These 
results show that LQR can be helpful for accurate autono-
mous lane navigation.

Discussing the system’s performance in real-time, the 
lane detection module shows promising performance in 
real-time speed. Although the object detection module 
works with 9.35 FPS, it will not be affected as the frequen-
cy of ground vehicles coming in the line of aircraft is low, 
and aircraft will have a maximum speed of 40 KMPH in the 
taxiway. Table 3 supports the claim by showing promising 
results in the following lane and stopping the aircraft with 

a TPR of 92.59% and 85.19% across the lighting conditions, 
respectively. Additionally, the system’s real-world perfor-
mance is showcased in the supplementary video.

Future work can further explore integrating LiDAR or 
RADAR sensors alongside conventional RGB cameras to 
enhance the automated system’s performance for taxi-
ing aircraft. By incorporating these additional sensors, the 
system can improve collision avoidance capabilities and 
provide more accurate real-time control in various lighting 
conditions. Additionally, investigating LiDAR or RADAR can 
enhance object detection in unconstrained environments, 
offering superior accuracy compared to existing models. 
As demonstrated in the supplementary video, the system’s 
efficacy can be further evaluated by testing it in diverse 
setups, such as complex forked taxiways. 

Conclusions

This paper presents a novel automated system for taxiing 
aircraft providing collision avoidance and momentary as-
sistance. The Proposal of a computer vision-based autono-
mous aircraft taxiing system integrating lane and collision 
detection models, showcasing effectiveness in real-world 
settings rather than simulated environments. The system’s 
navigation algorithm autonomously controls the aircraft’s 
path, detecting lanes, maneuvering, preventing collisions, 
and halting at designated points, reducing the need for 
manual intervention. Future advancements could involve 
integrating LiDAR or RADAR sensors alongside RGB cam-
eras to enhance collision avoidance and provide more 
accurate control in diverse lighting conditions. While the 
system performs well with an RGB camera, further explora-
tion of LiDAR or RADAR integration could augment colli-
sion avoidance and object detection, addressing potential 
limitations in unconstrained environments. The system’s 
accuracy in detecting lanes and avoiding collisions in real-
world scenarios could improve airport operations’ safety 
and efficiency, reducing the need for manual intervention 
during taxiing. The use of multiple sensors might impact 
the economic aspect of implementation; however, the 
potential enhancement in safety and accuracy could out-
weigh these considerations. The system’s efficacy has been 
proven in varied lighting conditions; further scaling could 
involve testing in more complex scenarios, such as forked 
taxiways to evaluate its adaptability and effectiveness in 
intricate airport environments. The real-time performance 
of the proposed system can be found at https://youtu.be/
VupBqvHCKPg.
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