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Abstract. This paper discusses a method to determine the operation route for unmanned aerial vehicles for maritime sur-
veillance. It is well known that there are several methods to make an aircraft path planning for ground related missions. On 
the other hand, path planning for maritime purposes is unnoticeable. The major problem of path planning for maritime 
is the abundant number of nodes which can make the route becomes quite long. Hence, reducing the number of nodes 
is necessary to rectify this problem. The main method is to separate the surveillance area into a smaller area of operation 
using clustering methods and then analyze the vulnerable area using the database to create an optimum flight path in each 
operation area. Although this paper specifically addresses a maritime-related mission, the path planning procedures can be 
applied to other missions as well. In this research, the input is given from satellite recorded data. Natuna Sea is chosen as 
the main discussion as the Natuna Sea currently is one of the most vulnerable regions in Indonesia for illegal fishing activ-
ity. The result shows that the aircraft path able to cover most of the vulnerable areas while optimizing the route distance.
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Introduction

Marine resource is a vital element for every maritime 
country. The Sea border has been an area that always be-
comes controversial and difficult to monitor due to it is 
difficult to access. The Natuna Sea is one of the apparent 
examples where illegal fishing occurs frequently. Natuna 
Sea poses as an Indonesian boundary with many countries 
in the South Asian nation. The strategic position and the 
natural resource its contain leads to international dispute 
for so many years. Even China claims the Natuna sea as 
part of its territorial waters.

There are many ways to supervise marine borders. The 
patrol ship and satellite surveillance is a common way 
used in many countries. However, both methods have 
their issue. Patrol ship is costly in both procurement and 
operational cost but can to confront the suspect directly. 
Satellite is another option to watch the border. It has a big-
ger area of supervision although the data may be captured 
only at a certain time. Both ways have been implemented 
collaboratively to strengthen border surveillance. How-
ever, the amount of illegal, unreported, and unregulated 
fishing activity suggests that the current method is not 
enough to prevent illegal fishing.

The utilization of aircraft in maritime surveillance is 
a trending topic in recent years. Research on Unmanned 
Aerial Vehicles (UAV) as a real-time monitoring platform 
has been done in full (Jeon et al., 2019; Kazantsev et al., 
2016). There are several advantages for UAV which make 
it an effective tool for maritime surveillance such as low 
cost, good flexibility, low risk, and high efficiency (Duan 
& Zhang, 2014). A study about preventing pirates attacks 
using UAV is also mentioned in Watanabe et al. (2017). 
Those are a great support to improve maritime surveil-
lance mission.

Maritime surveillance is generally a harder mission 
than a land oriented mission. The main major difference 
is the lack of landing sites, thus the UAV is forced to fly 
with perfect management. The distance to the ground sta-
tion also become a problem as it is harder to seek for sup-
port, especially for communication and tracking purpose. 
Geographical location, as well as climate characteristics, 
are factors that have to be considered to choose the aerial 
vehicle for maritime missions (Klimkowska et al., 2016).

The purpose of this paper is to create a method to 
make a flight path for UAV which is suitable for maritime 
surveillance purposes. The flight path is created based on 
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the historical position data of the ships that were doing 
fishing activities. As the main target is to identify the il-
legal ships, therefore the more the ship it can find the bet-
ter it is. Depending on the UAV’s payload and capability, 
we can then capture some pictures or videos of the illegal 
activity happening in the area and give an appropriate re-
sponse. If the payload system is good enough we can try 
to capture the hull number, for it can be used as evidence 
in the international court. Furthermore, at the very least 
we can get a deterrent effect on the related area.

1. Methodology

The Natuna Sea is very vast. It is not advisable to operate a 
single UAV over such a wide area, and a more reasonable 
approach is to separate the Sea into several area opera-
tions. The area operation is the area inside the operation 
boundary which has the potential for illegal fishing activ-
ity based on the ship’s position data. This operation area 
geometry is simplified as a circle and defined as a radius 
with its center is called as operation base. Operation base 
is the location recommended for ship carrier to standby, 
because, from this position, the ship will have the best 
coverage to provide communication. Besides, the ship can 
react faster to confront the suspect or to recover the UAV 
in case the UAV runs into failure and fall. For each opera-
tion area, a flight mission is created independently, then 
the flight path is created and the distance for each mission 
can be estimated to analyze the mission feasibility.

Hereinafter, to simplify the problem, the area of inter-
est is simplified as a rectangular area with geographical 
limits are given in the equations below. Here Y is the ship’s 
latitude position in degree, and X is the ship’s longitude 
in degree.

3° N < Y < 7° N; (1)

105° E < X < 110° E.  (2)

The database is acquired from satellite Radarsat-2 with 
sample time in the 2016 period. Radarsat-2 satellite is an 
earth observation satellite for all weathers with full pola-
rimetric imaging capability (Moon et al., 2010). This sat-
ellite is a continuation mission from Radarsat-1 which is 
designed to guarantee the supply continuity of radar data 
such as ice mapping at sea and monitoring of maritime 
area (Singhroy & Charbonneau, 2014). Radarsat-2 has or-
bit at 798 km and encircled the earth 14 times a day with 
cycle repetition at 24 days (Livingstone et al., 2005).

Considering the typical fishing ships in this area are 
of a particular size. We can filter the data according to the 
size of the ships as given in the equation below. According 
to the Operation Section Head of Control Center I Gen-
eral Directorate of Observation SDKP, Adi Wicaksono, the 
illegal ship operating in Indonesia, in general, are sized 
between 15 m to 50 m. The bigger ships usually are either 
tanker ships or transport ships. 

Figure 1 shows the suspect position in several months 
in the Natuna Sea. The blue dots which denoted the ships’ 
positions are captured several times on a different date 
following the satellite cycle. It can be seen that the fishing 
activity is moving over time; therefore, a fixed separation 
is relatively ineffective to be used.

Now if we take the data from January 2016, for exam-
ple, we can separate the area into several operation areas 
and set the mission for each area. Figure 2 shows an il-
lustration of how the Sea is separated into three operation 
areas with their flight path. The overall mission, however, 
will depend on the resource such as how many ships or 
UAV that we have. An example of the operation would be 
a single cruise ship that goes from the main port while 
carrying a UAV and moving into each operation base and 
goes standby for each operation. If we have enough re-
sources, then it is possible to assign the operation area to 
the corresponding ships and do a parallel mission.
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Figure 1. To be continued
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1.1. Determining operation area

The method to create the flight path for the UAVs, in this 
paper including the clustering technique and determining 
the base position, hence the name “cluster-base” methods. 
Clustering is a grouping process of a set object so that 
the object in the same group tend to have similar identity 
or parameters than the object in another group. In this 
paper, clustering is used to solve two problems. One is to 
separate the mission area into several operation areas. The 
second is to determine the UAV’s waypoint by calculating 
the weight point of several ships position adjacent to each 
other. Several clustering techniques are shown in Table 1 
along with its traits and characteristics.

There are several things to consider which clustering 
method should be used. In a maritime surveillance case 
using UAV’s, communication and data transfers are a nec-
essary element to be considered. If we assume the UAV’s 
used are using Line of Sight (LOS) communication, then, 
a close ground control station is needed. Usually, the car-
rier ships will make up for this. Nevertheless, now we have 
to make sure the UAV’s to be always in the communica-
tion range. It will be challenging to determine the opera-
tion area based on the carrier ship’s movement. However, 
if we set the carrier ships to standby on one position and 
set the take-off and landing position here, then we only 
need to make sure the communication radius capability 
bigger than the radius of the operation area. This way, the 
clusters that we make preferably are to have a similar size.

Among the general clustering techniques shown in 
Table 1, the centroid-based clustering is the only one that 
capable to consistently produce clusters with similar size. 
That is why the clustering method used in this paper is 
based on the K-clustering model, which is one of the 
commonly used centroid-based clustering techniques. 
However, some modifications are made to suit our use. 
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Figure 1. Ships doing fishing activities in Natuna Sea over years

 105° E  106° E  107° E  108° E  109° E  110° E

 3° N

 4° N

 5° N

 6° N

 7° N

Mainland

Ship

OA1 = Operation Area 1

OA2 = Operation Area 2

OA3 = Operation Area 3

    Parallel Operation

  Single Operation

OA1

OA2

OA3

= Ship’s position

= Operation area

boundaries

= Flight paths

Figure 2. Illustration of the overall mission

Table 1. General technique on clustering

Hierarchical 
clustering

Centroid-based 
clustering

Distribution-based 
clustering

Connect objects 
to form clusters 
based on their 
distance

A central vector 
represents clusters

Clusters are defined 
as objects belonging 
most likely to the 
same distribution

Not very robust 
towards outliers

Most algorithms 
require the number 
of clusters to 
be specified in 
advance

Produces clusters 
which assume 
concisely defined 
mathematical models 
underlying the data

Slow computing 
time for a large 
data set

The algorithms 
prefer clusters of 
approximately 
similar size

May have multiple 
clusters per data 
point.

https://en.wikipedia.org/wiki/Determining_the_number_of_clusters_in_a_data_set
https://en.wikipedia.org/wiki/Determining_the_number_of_clusters_in_a_data_set
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Instead of specifying the number of clusters, we specify 
the radius of the cluster. This method has been explored 
in previous research (Suseno & Wirawan, 2019).

1.2. Clustering

K-means progressed clustering
K-means progressed clustering is a means to produce an 
indefinite number of clusters. The terms progressed comes 
from its unique traits which specify the initial number of 
the cluster as one, but increased for every loop, compared 
to the standard K-means method where the number of 
clusters usually is set as an input parameter. Another no-
table characteristic of the K-means progressed clustering 
is the cluster number becomes the output and cannot be 
specified. In return, the radius parameter will be used to 
limit the cluster size. Every member outside of the set ra-
dius will be taken out and forced to create a new cluster. 
This will prevent the member that has been released to 
re-enter the previously visited cluster and make an end-
less looping. This algorithm is repeated until there is no 
member which does not belong to any cluster. Like other 
centroid based clusterings, this method will make the ra-
dius cluster the same for every cluster. The clustering al-
gorithms are given below.

Table  2 shows an example of how the results from 
K-means progressed clustering in comparison with other 
methods. The detailed algorithm for hierarchical cluster-
ing and K-medoids method can be found in Murtagh and 
Contreras (2011) and Park and Jun (2009).

The results from all methods seem similar, but in both 
hierarchical and K-medoids, we need to specify the num-
ber of clusters. Furthermore, the K-cluster progressed pro-
duce better results to be grouped into a circular geometry 
because each member simply belongs to the closest cen-
troid.

1.3. Generating waypoints

After all operation area has been determined, the next step 
is to create an appropriate flight path for the UAVs. The 

flight path is created by setting the waypoints related to 
the satellite data. We should notice that the data used is 
cumulative historical data. Visiting the exact location of 
the ships will be pointless. This holds, even if the data is 
taken briefly before the mission starts, as the ships would 
keep moving. As shown in Figure 3, rather than visiting 
the blue dot (exact position of the ships when captured by 
satellite), it is better to set the waypoints into the vulner-
able point that frequently visited (which not necessarily 
passed through the dot). The weight points of adjacent 
data defined this point, and we will call this vulnerable 
point as VP. To do this, we need to use the clustering 
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Figure 3. K-Means progressed clustering flowchart

Table 2. Comparison of clustering methods
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technique once again but on a much smaller scale. The 
adjacent points would only be visited once. This way, the 
flight path will be shorter and the fuel can be reduced. We 
also need to consider the take-off/landing location. As we 
mentioned before, the ships will be set to standby at the 
operation base (the center of the operation area); this is 
shown as a cross mark in Figure 4.

For an arbitrary operation area K with a total number 
of ships l, let S be the ship’s position and n is the number 
of mini-cluster in this operation area. H is a set of mini-
cluster with hi contains an mi amount of ships. We can 
write the mathematical formulation as follows:

{ }1 2, ,..., lS s s s=  l N∈ ; (3)

{ }1 2, ,..., nH h h h=  n N∈ ; (4)

1

n

i
i

m l
=

=∑  im N∈ . (5)

From the clustering process we can map each ship si 
into mini-cluster hi as written:

{ }i ijh s=   1 ;   1 ii n j m≤ ≤ ≤ ≤ . (6)

Label the VP with the numbers 1, …, n. VPi is the 
centroid for mini-cluster hi which can be calculated as fol-
lows:

1

im

ij
j

i
i

s

VP
m
==
∑

. (7)

The problem now is how to find the shortest possible 
route that visits each VP and returns to the operation base. 
This problem is similar to the traveling salesman problem 
(TSP) and has been formulated in full (Miller et al., 1960).

Now define:
1       the path goes  from VP  to VP  
0 otherwiseij

i j
x

= 


. (8)

For i  = 1, …, n, let ui be a dummy variable, and fi-
nally take cij to be the distance from VP i to VP j. Then 
the problem can be written as the following integer linear 
programming problem:

1 , 1
min :

n n

ij ij
i j i j

c x
= ≠ =
∑ ∑  (9)

{ }0.1ijx ∈   , 1,  ... , ;i j n=  (10)

u Zi ∈   2,  ... , ;i n=  (11)

1, 1n
iji i j x= ≠ =∑   1,  ... , ;j n=  (12)

1, 1n
ijj j i x= ≠ =∑   1,  ... , ;i n=  (13)

1i j iju u nx n− + ≤ −   2 ;i j n≤ ≠ ≤  (14)

0 1iu n≤ ≤ −   2 .i n≤ ≤  (15)

The first set of equalities requires that each VP is ar-
rived at from exactly one other VP, and the second set of 
equalities requires that from each VP there is a departure 
to exactly one other spot. The last constraints enforce that 
there is only a single tour covering all the VP, and not two 
or more disjointed tours that only collectively cover all VP. 
There are many known heuristics and exact algorithm 
to solve this problem. In this paper, we use the Nearest 
Neighbour (NN) heuristic algorithm.

NN algorithm chooses the nearest unvisited VP until 
all  VP  are visited. This algorithm is capable of produc-
ing effectively short routes with a short amount of time. 
On average, for N cities randomly distributed on a plane, 
this algorithm yields a path 25% longer than the shortest 
possible path (Johnson & McGeoch, 1997). Given a set S 
of points in a space M, the NN algorithm has a running 
time of O(dN), where N is the cardinality of S, and d is 
the dimensionality of M. Although the NN algorithm only 
yields a suboptimal route, it is however much faster than 
the exact algorithm where the solution is merely trying 
all the possible routes, leading the computing times to lies 
within a polynomial factor of O(n!) (Abdulkarim & Als-
hammari, 2015). That means for 10 numbers of VP,  the 
computational times would be 3628800, which is imprac-
tical. The NN algorithm is given in Figure 5.

A simple simulation is provided in Table 3 to make a 
performance comparison for the NN algorithm and the 
other alternative methods using identical data. The de-
tailed algorithm for ant colony optimization and Held & 
Karp methods (dynamic programming) can be found in 
Ibrahim (2020) and Kivelevitch (2020).

Each of the methods mentioned above has its advan-
tages and disadvantages. While in this simulation, the NN 
algorithm produces a considerably longer route than the 
optimal solution (16% longer), it still can perform well 
in a large number of data. The Ant optimization colony 
provides a different result in each run. This algorithm, 
however, is not efficient for dealing with large-scale 

i dj i d i d d h li h

 6° N

 109° E

Figure 4. Grouping adjacent points to reduce waypoints and 
produce shorter flight path

https://en.wikipedia.org/wiki/Nearest_neighbour_algorithm
https://en.wikipedia.org/wiki/Running_time
https://en.wikipedia.org/wiki/Cardinality
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combinatorial problems because the time complexity of 
ACO is ( )( )n n 1 m T /2O ⋅ − ⋅ ⋅  (Wang, 2018). The Held & 
Karp method is guaranteed to provide the accurate (op-
timal) result to the TSP, but the time complexity of this 
dynamic programming algorithm is ( )22  n ,  nO  which 
limits the use of this algorithm to 15 cities or less (Kivel-
evitch, 2020).

2. Results and discussions

To test the method that has been designed, some simula-
tions are conducted. The data needed are the ship’s posi-
tions in longitude and latitude and the size of the ships. 
Several results are presented in this paper using the data 
from January 2016. The parameters for the simulation are 
given in Table 4. First, we applied the clustering method 
to create operation areas. Some simulations were also 

START

Initialize all objects as unvisited

Select initial position

Mark current position as visited

Any unvisited object?

Calculate distance unvisited objects to

current position

Set closest unvisited objects as current

position

END

No

Yes

Figure 5. Nearest “Neighbour” (United Kingdom) algorithm 
flowchart

Table 3. Comparison of clustering methods

Algorithm Flight path
Flight distance, nmi

Single run Average in 10 run

Nearest “Neighbor” 
(United Kingdom)

 109° E  110° E

 4° N

 5° N

287 287

Ant Colony  109° E  110° E

 4° N

 5° N

307 317

Held & Karp  109° E  110° E

 4° N

 5° N

247 247



Aviation, 2021, 25(3): 211–219 217

conducted by varying the operation radius to find out the 
number of operation areas needed for a particular opera-
tion area radius. The results are shown in Figure 6.

The dots in the intersection area belong to set with 
the closest center point as indicated by the colour (United 

 105° E  106° E  107° E  108° E  109° E  110° E

3° N

4° N

5° N

6° N

7° N

JAN 2016 (Operation Radius = 150 km)
 105° E  106° E  107° E  108° E  109° E  110° E

3° N

4° N

5° N

6° N

7° N

JAN 2016 (Operation Radius = 100 km)

 105° E  106° E  107° E  108° E  109° E  110° E

3° N

4° N

5° N

6° N

7° N

JAN 2016 (Operation Radius = 50 km)

Figure 6. Operation Area by varying the operation radius

Table 4. Simulation parameters

Parameters Value

Minimum ship’s size, m 15
Maximum ship’s size, m 50
Minimum latitude, deg 3
Maximum latitude, deg 7
Minimum longitude, deg 105
Maximum longitude, deg 110
Maximum mission area radius, km 150, 100, 50

Kingdom). The smaller the radius of the operation area, 
the more number of operation area is needed to cover the 
whole area, as shown in Figure 7. In some cases, especially 
for small radius areas, sometimes will be found some op-
eration area with a small number of dots. This is caused by 
the outlier that too far from other members. These outliers 
may be ignored for efficiency purposes.

More simulations are conducted to determine the 
flight path for each operation area. The operation area for 
an operation radius of 150 km is selected for example. In 
this case, there are four operation areas (see Figure 6). The 
flight paths are shown in Figure 8.

The flight paths that have been produced able to cover 
the vulnerable area. The K-means progressed cluster-
ing able to produce a similar size of operation area. This 
method, however, has a significant drawback which is 

0 2 4 6 8 10 12 14

Opera�on radius 50 km

Opera�on radius 100 km

Opera�on radius 150 km

Number of opera�on area

Figure 7. Number of operation area vs operation radius
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Figure 8. UAV routes for all courses

may produce clusters with very few members, especially 
when outliers exist. The mini-clustering (second cluster-
ing) able to reduce the number of nodes significantly, 
therefore shorten the flight distance. In Figure 8 we can 
see that there are path intersections which indicating that 
the resulted flight paths are not the exact shortest route. 
The flight distance may be shortened by improving the 
path planning method, and this could become material 
for future research.

Here, although the radius of the operation area is the 
same, the total distances vary from one another depending 
on the number of the suspects and its distribution. The 
total distance calculated will help to verify whether the 
actual UAV could do the mission or not.

Note that the VP’s are the weight points of the adjacent 
ships. The more ships contained within a single  VP  the 
more vulnerable those spots are. In some cases, we can 
find a ship which located far away from other ships 
and formed its VP. We may try to omit this data be-
cause  VP’s  with small members means it is less vulner-

able. Omitting these outliers may reduce the total flight 
distance significantly. Overall, the method used to pro-
duce the flight path is relatively flexible and can be used 
to solve other problems with similar nature.

Conclusions

This paper presents a method to create a flight path for a 
maritime surveillance mission using UAV. The main dif-
ference between the method used in this paper and other 
known methods is that in this paper, the number of nodes 
is significantly reduced by introducing vulnerable points 
to shorten the flight path. Firstly we separate the mission 
into several operation areas using the K-cluster progressed 
method correspond to the UAV communication capabili-
ties. Next, we used the clustering method again but on a 
much smaller scale to incorporate the adjacent data into 
one group, then, we can determine the vulnerable point in 
the operation area which is defined as the weight points of 
the data on each group. Finally, we can set the flight path 
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using the Nearest Neighbour algorithm starting from the 
take-off site then to every vulnerable point, and back to 
the landing site.

The cluster results from the K-means progressed meth-
od is similar to both hierarchical and K-medoids, however, 
among the above-mentioned methods, the K-Means pro-
gressed method is the only one that capable to consistently 
produce clusters with similar size. The NN algorithm gives 
a relatively longer distance (16%) than the shortest possi-
ble route, however, this algorithm can still perform well in 
a large number of nodes compared to the ant colony and 
the Held & Karp methods.

From the simulations, we found out that despite hav-
ing a similar size of operation area, the resulted flight dis-
tance may vary greatly. For example in this paper using an 
operating radius of 150 km (81 nmi) resulted in the short-
est flight distance of 587 km (317 nmi) while the longest 
distance reaches 1085 km (586 nmi). The ship’s distribu-
tion greatly influences this flight distance.

We can reduce the number of data beforehand by fil-
tering the ships according to the real condition in the Sea. 
For example, in this paper, we only choose the ships with 
size between 15 to 50 m, which is typically used for fish-
ing in the Natuna Sea. In some cases, it is also a good 
idea to omit the outliers to reduce the flight distance as 
sometimes it is not worth the cost of surveillance. Further 
improvements also can be made to the flight planning al-
gorithm to achieve a shorter flight distance.
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